1. Harmonic force constants and maximum energy errors for AT and GC pairs

                                                             AT                                                 GC

                       Force c.  Energy err.      Force c.  Energy err.

Buckle -Buckle  :        0.0066        --           0.0090        --

Buckle –Propel* :        0.0001       1.5          -0.0004       3.6

Buckle –Opening*:       -0.0001       1.1          -0.0008       2.8

Buckle -Shear   :        0.0034       1.4          -0.0014       0.5

Buckle –Stretch*:        0.0150       2.8           0.0140       1.7

Buckle –Stagger*:       -0.0026       1.6          -0.0197       8.6

Propel -Propel  :        0.0098        --           0.0105        --

Propel -Opening :        0.0022      15.1           0.0057      19.0

Propel –Shear*  :        0.0026       0.9           0.0030       1.0

Propel -Stretch :        0.0046       0.7          -0.0998      11.4

Propel -Stagger :       -0.0002       0.1           0.0638      25.6

Opening-Opening :        0.0222        --           0.0846        --

Opening-Shear*  :        0.0010       0.2           0.0276       3.3

Opening-Stretch :       -0.1313      13.6          -1.2550      50.7

Opening-Stagger :       -0.0320      10.7           0.0813      11.5

Shear  -Shear   :        8.4574        --           8.1138        --

Shear  -Stretch*:       -0.1458       0.8          -1.0603       4.4

Shear  -Stagger*:        0.0757       1.3           0.1676       2.4

Stretch-Stretch :       42.2256        --          72.4022        --

Stretch-Stagger :        0.1039       0.8          -1.6914       8.2

Stagger-Stagger :        4.0306        --           5.9009        --

The force constants are in kcal/mol.Å2 for translational parameters, kcal/mol.deg2 for rotational, and kcal/mol.Å.deg for mixed ones.

* Shear and buckle change sign upon changing the orientation of the helicoidal axis, while the other parameters remain unchanged. Since energy must not depend on the axis orientation, all force constants in coupling terms containing either shear or buckle, but not both, should be zero. Although they are nonzero in a real simulation, these couplings are weak (measured by the maximum relative energy error upon neglecting them).

The energy errors (in %) indicate the maximum relative error of deformation energy made upon neglecting the given coupling term (assuming that all but the two involved parameters retain their equilibrium values). It can be considered as a measure of the importance of a coupling term. Note that most of the values are substantially lower that those at the base pair step level 1.
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2. Simulation and analysis protocol

The simulation protocol was identical to that used in our previous study 1. Two different DNA duplexes were built from Arnott B-DNA models 2,3 using the nucgen facility of AMBER6 4. These were the DNA sequences d[GCCTATAAACGCCTATAA] and d[CTAGGTGGATGACTCATT].  The Cornell et al. force field 5 was used for all the simulations discussed.  The initial in-vacuo models were minimized for 500 steps (250 steps steepest descent followed by 250 steps of conjugate gradient minimization) with no cutoff and use of the generalized Born implicit solvent model implemented in AMBER6/7 with the default radii.  The minimized duplex structure was then solvated with TIP3P waters 6 with at least a 9 Å buffer of water in each direction in a truncated octahedral unit cell.  Net-neutralizing Na+ ions were added at favorable electrostatic positions and then an additional set of 20 Na+ and 20 Cl- ions were added (also at favorable electrostatic positions).  Assuming an ~75 Å truncated octahedral box, the addition of 20 extra ions corresponds to ~100 mM added salt.  To avoid initial bias due to the positioning of the ions 7, the initial ion positions were randomized by random swaps with water molecules such that no ion was closer than 5 Å to the DNA or 3.5 Å to any other ion.


Initial minimization was performed with the coordinates of the DNA held fixed allowing only the water and ions to move.  This first involved minimization for 500 steps of steepest descent and 500 steps of conjugate gradient minimization using the particle mesh Ewald method 8,9 (and an 80x80x80 charge grid, an 8 Å cutoff, 1x10-5 direct space tolerance, 4th order B-spline interpolation and an Ewald coefficient of ~0.35).  SHAKE 10 was disabled for the minimization.  An 8 Å cutoff was used for the van der Waals interactions and the pairlist was updated every 25 steps.  After the minimization, 150 ps of molecular dynamics were performed (with a 2 fs time step and SHAKE on the hydrogens with a tolerance of 10-8) applying constant pressure and temperature with Berendsen temperature coupling 11 with relaxation constants of 1.0.  The cutoff for pair interactions was set at 9 Å and a 1.0 Å buffer was built for the pair interaction list that was updated heuristically to avoid omission of pair interactions.  A long-range bulk density van der Waals correction was applied.  Particle mesh Ewald was applied as before, except that the cutoff was 9 Å leading to an Ewald coefficient of ~0.31.  At least 20 nanosecond production simulations were initiated after the brief equilibration with no restraints applied.  The only change in runtime parameters for the production simulations was that center of mass translation was removed periodically (every 5000 steps) 12,13 and the pressure/temperature coupling times were increased to 5.0.


Trajectory snapshots were saved every picosecond. The time courses of the base-pair step helicoidal variables (twist, tilt, roll, shift, slide. rise) were obtained by analyzing the DNA structure in each snapshot using the 3DNA code 14. The first nanosecond was excluded from the analysis. Assuming that the probability of a fluctuation, w, is an exponential function of the corresponding free energy change E,
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 (Einstein’s formula), it can be shown that the correlation matrix of the structural variables is proportional to the inverse of the stiffness matrix 15. Let 
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. We substituted to the left-hand side the time correlations obtained from the simulation trajectory and inverted the relation to compute the elements of the stiffness matrix, i.e., the desired elastic constants.

3. Further discussion of the results


The method for obtaining harmonic elastic constants from fluctuations used here is based on the assumption that the observed parameters sample a harmonic potential well. Validity of this assumption can be deduced from the observed probability distribution of the parameters (the harmonic well implies a Gaussian distribution). If N parameters are considered, the distribution will be N-dimensional. However, if we assume that the coupling between the parameters is small, that is, they can be approximately considered independent, the complete distribution can be estimated by the product of the distributions of the individual parameters.  Then it is sufficient to study the one-dimensional distributions separately. In the present work we visually inspected the distributions of all parameters analyzed. All of them exhibit Gaussian-like shapes, with no evidence of any biphasic or multiphasic behaviour. We thus conclude that the harmonic approximation is quite reasonable in this case.


Another issue of concern is the convergence of the calculated force constants. To investigate the issue, we performed our calculations separately for 1-10, 10-20 and 1-20 ns trajectory portions. The differences are in general very small,  several per cent at most. The results can thus be considered “converged” in the sense that the values do not change much when going from the 10 ns to the 20 ns time window.


An interesting question is whether the stiffness constants within an individual base pair depend on the neighbouring pairs in the oligomer. At least some dependence can be expected, due to variable patterns of stacking interactions. Although our data is too limited to investigate this point thoroughly, some conclusions can be made. There are several nucleotide triplets that occur more than once in our sequences, namely TAT (3 times), AGG and TGA (each twice).  We compared the force constants of the central base pairs in these triplets with the average values for all base pairs of the same type (A.T or G.C). In the case of the A.T pair in the middle of the TAT triplet, we observe that the stiffnesses of the angular parameters do not differ from the average over all A.T pairs, but the translational parameters are consistently softer than the average values: the force constants for shear, stretch, and stagger are 8.3-8.5, 39-42, and 3.7-4.0 kcal/mol.Å2 respectively, all lower than the averages. This may be related to less favourable intrastrand stacking interactions resulting from alternation of consecutive purine and pyrimidine bases. By contrast, the central G.C step in AGG is stiffer than the average in all parameters except stagger (buckle: 0.0108-0.0109 kcal/mol.deg2, propeller: 0.0109-0.0118 kcal/mol.deg, opening: 0.090-0.091 kcal/mol.deg2, shear: 8.4-8.6 kcal/mol.Å2, stretch: 74-78 kcal/mol.Å2). The stacking interactions, this time enhanced by larger overlap of two purine bases, may again play a role here. Finally, the G.C pair in the middle of the TGA triplet is consistenly softer that the average, except stagger.


We chose the two particular sequences because the available experimental data16 suggest that they have very different global elastic properties and those could be reflected at the local level too. Nevertheless, the precise quantitative relationship of DNA elastic properties at different levels (length scales) is, to our best knowledge, still an open problem. This includes in particular the coupling between base-pair and base-pair step levels.


Finally it has to be mentioned that the results of the present study depend on the somehow arbitrary choice of the base-fixed reference frame. In fact it has been suggested17 that the choice of the reference frame may have much bigger effect than the choice of a mathematical procedure to compute the conformational parameters. 
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